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Back-end Development



  

Dynamo (Hv.org/JHV Back-end)

●Modular Architecture
● Common interface, validation and documentation
● Easy to extend
● Can chose which modules to support
● Current modules: WebClient, JHelioviewer, Movies, Events

●Software Used
● Kakadu (JPEG 2000)
● GD (Color tables)
● ImageMagick (Image processing)
● FFmpeg (Movie generation)



  

Database

●MySQL (Postgres should work as well)
●Scalable: queries optimized (~50ms/10^8 
records)
●Problem: Movies still take time



  

Benchmarking (MySQL)



  

Benchmarking (Postgres)



  

JPEG 2000 Software Support



  

Kakadu

●Fast (0.4s for 4k x 4k AIA image)

●Advanced features (ROI, JPX 
creation)

●Proprietary (but compiled code is 
distributable)

●$600 for non-commercial license



  

OpenJPEG

●Not so fast (1.5s for 4k x 4k AIA 
image)

●Some support for advanced 
feature (no ROI or JPX 
generation)

●Open-source, actively being 
developed

●$0



  

Helioqueuer

●Built on a sophisticated queuing system, 
“Resque,” used by GitHub
●Makes it possible to support demanding requests 
(movies)
●Also useful for running background tasks: cache 
warming, clean-up, processing new data)
●Accessed via Dynamo or by using a proxy server 



  

Resque Web Interface



  

What needs to be done?

●Improve existing functionality:
● Helioqueuer Interaction (better movie time estimation and 

status information)
● Better caching (naming conventions, smarter cache-

warming, cleanup)
●New functionality:

● VSO Interaction
● SSW Cut-out service support (Maybe on front-end?)
● Improve distributed architecture

●Other:
● Helioqueuer documentation and further testing



  

Distributed Architecture

●Currently very simplistic (can spread load across 
several mirror servers)
●Next step: decentralized, peer-peer replication
●Example: Apache Cassandra (nice, but non-
relational)



  

Server Requirements

Easy

Forget 
about it...

Ubuntu 10.04

Fedora, CentOS, RHEL

Other Linux distros

OS X

Toaster oven

Windows



  

Optimizing server hardware for Helioviewer

1. CPU

2. Memory

3. Disk space



  

Our Server

● AMD Opteron 4u
● 16 x 2.6 Ghz CPUs
● 96 Gb memory
● 14 Tb storage (expandable to 48Tb)
● Ubuntu 10.04 Server, XFS, RAID 5



  

JPIP Server

● Works fairly well
● Looking into alternative open-source options



  

Front-end Development



  

Helioviewer.org
JHelioviewer

hqTouch

Browse Clients:



  

Helioviewer.org

● New features:
● AIA support
● Screenshot and movie creation

● Support:
● Firefox 3+
● Google Chrome
● Safari
● IE 7/8 (Better with chrome-frame), IE9



  

What needs to be done?
● Improve existing functionality:

● Fix screenshot/movie interface issues, add support for more 
advanced requests

● Client-side tiling
● New functionality:

● VSO Interaction
● HEK Interface (module is done, just needs front-end)
● Normalize movie generation (VP8, H.264, Flash, .tar.gz?)
● Cut-out service



  

JHelioviewer

● New Features (in trunk):
● AIA Support
● VSO Querying
● HEK interaction
● Simplified UI



  

hqTouch

More on this soon...



  

Other issues:

Hardware Malfunction



  

Providing Feedback

● Bug-reports/Feature-requests (Launchpad)
● Mailing List



  

Bug reports & feature requests

www.launchpad.net/helioviewer



  

helioviewer-dev



  

Creating Helioviewer compliant JPEG 2000 
images from FITS files



It’s easy

• IDL contains a JPEG2000 file object.

• SSW IDL can be used to read in solar 
FITS files and write out a Helioviewer-
compliant fits file.



JPEG 2000 Files

• Extension is .jp2.

• Is in two parts: a XML header, and the 
wavelet coefficients.

• Can be losslessly or lossy encoded.



Helioviewer Compliance

• XML header contains some small number of keywords 
describing the image

- pixel size in arcsec, image size

- centre of FOV in arcsec

- radius of Sun as measured

- observation time

• All these are already in the source FITS files



Helioviewer Compliance

<meta>

<fits>....</fits> copy of FITS keywords

<helioviewer>....</helioviewer>

</meta> details on 
the 

creation of 
the JP2 file



Helioviewer Compliance 
Requirements

• Filename specification

• Storage directory structure

• FITS keywords <=> XML key-value 
pair minimal set.

• information is available online, but will 
be made much clearer shortly.



JP2Gen

• Converts SOHO MDI, EIT, LASCO C3/C2 
FITS to JP2.

• Converts AIA to JP2

• Handles all of the requirements

• Install Bazaar code management tracking 
software, download JP2Gen, make 
contributions, or....

• Ask me for the code and i’ll send it to you.



AIA

• IDL>  HV_AIA_LIST2JP2_GS,<string array of 
AIA file names>

• Full 4k x 4k FITS files go in, full 4k x 4k 
JPEG2000 FITS files come out.

• Around 1s per FITS file (desktop, 8 core)

• Compression ratio of 64:1

• Helioviewer Project JP2 files have a 36 s 
cadence (limited by our storage).



Coverage



Distributing JPEG 2000 Data?



Information

• www.helioviewer.org/wiki

- contains information on JP2Gen, but is 
about 6 months out of date.

- Will be updated by the end of the month 
to reflect the current state of the art.

• https://launchpad.net/helioviewer 

- main Helioviewer Project website



  

The End
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